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Abstract—Knowledge about the presence of people in a video
is a valuable source of information in many applications, such as
video annotation, retrieval and summarisation. The contribution
of this paper goes in the direction of demonstrating how AI-
based face processing technologies can be profitably used to
perform video annotation of television content. To validate
our vision, we developed the Face Management Framework
(FMF), which implements an end-to-end pipeline for face analysis
and content annotation based on few-shot or zero-shot face
embedding extraction models. The results of the test campaign
of the system show that the key performance indicators that we
defined were exceeded by a wide margin, demonstrating how
media workflows could greatly benefit from the tool and the
efficiency improvements it brings.

Index Terms—metadata, face recognition, clustering, knowl-
edge management applications, media archive

I. INTRODUCTION

Content preservation, high-quality production and process
automation are at the core of the current transformation of
Public Service Media (PSM) from its traditional business to
the modern digital era. Nevertheless, accessing, retrieving and
consuming desired content (and metadata) can be a challeng-
ing and nontrivial task. This is where artificial intelligence (AI)
comes into play, providing solutions helping users to extract
knowledge and organise data more efficiently and effectively.
Emerging AI-based technologies can assist PSM in this tran-
sition by providing capabilities that facilitate the organisation
and exploitation of retained assets. Sample tasks are those
aimed at AI-based metadata extraction (e.g., recognition of
TV celebrities or geographical landmarks in broadcasts or

This work is supported by European Union’s Horizon 2020 research and
innovation programme under grant agreement number 951911 - AI4Media
(https://www.ai4media.eu/).

archival media assets) and content enhancement (e.g., video
super resolution, video denoising). The broadcaster’s archives
have a leading role to play in these processes, being an
invaluable source of information to run the business. On the
one hand, archive content could be used to train and fine tune
AI systems, thus helping to overcome their current limitations.
On the other hand, these AI systems could be used for the
enrichment, refinement, and improvement of the execution of
work processes.

This paper describes a system for automated annotation of
TV personalities in video streams and archives. The system
addresses the open set face identification problem [1], in which
a hybrid approach making use of archival annotations, archive
content, and external knowledge bases are employed to build
the galleries of reference personalities. Reference galleries can
be created, edited, and updated in an opportunistically (e.g.,
based on production or archival metadata), or systematically
(e.g., from an a priori list of celebrities), in order to ensure
the flexibility and adaptability of the identification process.
Annotating the TV personalities in the videos is done by a
deep learning pipeline using state-of-the-art algorithms for
face detection, representation, grouping and labelling. Face
detection is used to find the regions in the video depicting
human faces. A descriptor is extracted by each detected face.
These descriptors, also called embeddings, provide compact
representations that retain the unique characteristics of human
faces. They can therefore be used to distinguish between
different people in the video, or estimate other characteristics
like the biological gender (i.e., sex) [2], age or emotions.
Face clustering is then applied to group faces into clusters
of different persons. Finally, a face identification process is
performed to name the clustered faces using the galleries of
reference identities.979-8-3503-2445-7/23/$31.00 ©2023 IEEE



The “dynamic” nature of the reference galleries makes it
possible to mitigate the weakness of existing facial recognition
systems. Although many approaches to unconstrained face
recognition in video have been presented [3], they suffer from
some inherent limitations that affect their usability in a real
operational environment. First, nearly all of them are trained
on datasets that are built using only very popular celebrities
[4]–[8]. However, it is often desirable to be able to deal with
less familiar entities such as minor league players, supporting
performers or emerging personalities. This is especially true
for archival material that is highly heterogeneous in regards
to age, quality, and other conditions. Next, they have been
designed in terms of either breadth (i.e., many people but few
images for each person) or depth (i.e., few people but many
images for each person) of data, when they should instead
combine both. Moreover, they are prone to technological (e.g.,
camera settings or lighting conditions) or demographic (e.g.,
ethnicity, biological gender, age) biases that negatively impact
the ability of AI models to generalise across datasets [9], [10].
Finally, existing datasets are affected by incorrect annotations,
which dramatically increase along the dataset size [11], [12].

The remain of the paper is organised as follows. Section II
presents the state of the art and related work. Section III
describes the system we developed for face analysis and
content annotation. Section IV provides the experiments that
were performed to validate the system performance in a real
world application scenario. Section V concludes the paper with
final remarks and sketches some future directions.

II. RELATED WORK

This section describes the related work and is organised
in two main parts. The former examines how media experts
perceive the challenges and possibilities in implementing
AI technologies in their respective organisations. The latter
overviews existing literature on the topic of face analysis.

A. AI in the Media Industry

Media professionals strongly believe in AI technology and
its application in the media domain, although it is still not
clear how far we are from fully operational and high quality
functionalities. Despite a considerable effort to integrate AI
functionalities at different levels of maturity [13]–[15], numer-
ous challenges still remain unsolved, in particular those related
to performance and ethics [16], [17]. These are the main
findings of a survey we conducted among experts working
in the media industry from different European countries [18].
The interviewees, comprising managers, archivists, editors,
journalists, and technicians, were requested to identify the
primary issues and difficulties they face in their daily tasks.
Additionally, they were asked to share their perspectives on
the degree of applicability, maturity, usefulness, and trust-
worthiness of AI in those activities. Among the replies and
comments received in the survey, the most important results
can be summarised as follows:

• (Processes and workflows) There is a lack of metadata
integration and media information along the value chain.

There is a need for a common terminology to define the
problems. It is difficult to define clear and measurable
business indicators.

• (Resources and budget) It is hard to implement the
transition to next-generation systems due to legacy issues,
shortage of human resources and need for rapid return
of investments. Data overload and time constraints pose
challenges that need to be addressed.

• (Awareness and fears) There is a lack of understanding
of the potential of AI. The complexity of the pipelines,
the software development and the deep network optimi-
sation can be an obstacle. Open-source solutions must be
carefully assessed and monitored for stability, usability,
and reliability.

• (Impact and importance) AI-driven tool integration would
primarily increase process efficiency (i.e., less time, better
quality) rather than reduce or optimise costs.

• (Trustworthiness and credibility) Trustworthy AI capabil-
ities are a crucial factor influencing the widespread inte-
gration of AI in the media industry, particularly in respect
to safeguarding privacy and ensuring legal compliance.

Archives are the domain where expectations are higher
and difficulties deeper [19]. In particular, processes where AI
technologies could significantly improve efficiency relate to
content search and retrieval, quality verification, and metadata
annotation [20]–[22]. Since without a good user experience,
even the best-performing tool won’t be effective, methodolo-
gies to browse, inspect and analyse the results of AI-based
automated content analysis have been proposed [23], [24].

B. Face Analysis

Face analysis deals with the detection, representation, clus-
tering and labelling of facial images. Labelling includes sub-
processes such as recognising the face identity, or estimating
face attributes like head pose, expression, age and biological
gender.

Basic approaches on face detection focused on the localisa-
tion of frontal human faces [25]. More challenging approaches
focused on the problem of rotated multi-view face detection,
i.e., faces under different poses, orientations and lighting
conditions [26], [27]. In recent years, face detection have been
dominated by deep learning based methods [28]–[31]. Among
them, the RetinaFace [32], and the SCRFD [33] have shown
the most promising performance, with average precision of
over 90% on the WIDER FACE benchmark dataset [34].

Face clustering adopts algorithms in which faces are rep-
resented as numerical vectors in a high dimensional space.
Any similarity function defined in this space can be used
for grouping faces sharing similar features [35]. In the Local
Binary Pattern method [36] face images are split into small
blocks of pixels, and from each block shape and texture
histograms are extracted. Clustering is done using the chi-
square measure and a nearest neighbour classifier. In order
to ensure the invariance of illumination and geometric defor-
mation the Scale Invariant Feature Transform (SIFT) and the
Speeded-Up Robust Features (SURF) methods can be used



[37], [38]. The aim of these methods is to extract a set of
key-points that represent the key features of the depicted
faces. The grouping of similar faces can be then achieved by
means of a hierarchical clustering technique [39], [40]. As for
the detection task, modern approaches for face representation
are based on deep network architectures [41]–[45]. Among
them, ArcFace outperformed the state of the art methods by
introducing an additive angular margin loss to improve the
discriminative ability of the extracted face embeddings [43].

The objective of face identification (also called face recog-
nition) is to correctly identify probe faces that are present
in a gallery of reference faces, while rejecting probe faces
that do not belong to the gallery. To this end, deep neural
network models have been shown to be highly effective,
achieving over 98% accuracy [43], [46]–[49]. Face embed-
dings extracted from deep face recognition networks can also
be used to estimate face attributes, of which biological gender
is a very important one [50]–[57]. In fact, the guarantee of
gender equality in the media is one of the main pillars of
public service broadcasting. The analysis and reporting of how
women and men participate in radio and TV programmes is
becoming increasingly important. For this purpose, national
and international Government policies have been put in place.
AI-based techniques can be used to speed up the process of
monitoring the streams that are being broadcast [58], [59].

III. THE FACE MANAGEMENT FRAMEWORK

Person annotation is the process of analysing TV streams
or content from the archives to locate, group and identify
individuals of potential interest who may be present in the
scene at any time. This has extreme value in a broadcast
production environment, where the need to create ever new
entertainment or in-depth programmes makes it essential to
perform archival research and filtering on specific well-known
personalities. As an example, given a video clip acquired from
DTT (Digital Terrestrial Television) broadcast or retrieved
from the archives, the editor would like to access the exact
time points of the clip where a certain person appears.

The Face Management Framework (FMF) implements an
end-to-end pipeline for face verification and content annotation
based on few-shot or zero-shot face embedding extraction
models [60]. This workflow allows archivists and editorial staff
to analyse TV streams or content from the archives in order to
detect and identify persons of interest who are present on the
scene from time to time. Additional metadata can be retained,
including details such as the date, time, and channel of the
appearance of individuals.

The workflow of the FMF is a process made of three
components:

1) The gallery manager to create, update and manage the
galleries of known identities and the related metadata.

2) The TV personality recogniser to detect, group and
label unannotated video streams using the built reference
galleries.

Fig. 1. Building blocks of the Face Management Framework.

3) The stream monitor to check the conformity of broad-
casts to PSM values, including, for example, diversity
analysis, and content reliability assessment.

The building blocks of the framework are shown in Fig. 1.
The system is accessible via a graphical Web interface, com-
mand line interface and REST API, enabling both interactive
and programmatic interaction with it. The API server receives
the requests from the user interface and interacts with the
following components:

• The video ingestion service, which imports images and
video into the system, and performs shot detection and
selection of keyframes. Content can be loaded from both
local and network file folders, retrieved from open Web
repositories, or manually uploaded from the user’s laptop.

• The knowledge base manager, which interacts with online
knowledge repositories to enrich metadata about a certain
identity. Imported metadata are persisted in the system
using a custom data model, ensuring effective long-term
storage.

• The embedding manager, which detects, extracts and
processes the facial features from the selected keyframes.
Face detection is based on the RetinaFace network [32].
ArcFace embeddings are used to represent detected faces.
The facial features extracted through ArcFace also show
notable differentiation between the biological gender
classes [53]. The embedding manager makes use of a
multilayer perceptron for this purpose.

• The embedding database, which stores the extracted
ArcFace embeddings and the reference with the corre-
sponding gallery identities (and metadata). It is based on
the OpenSearch engine,1 which provides a highly scalable
system for efficient vector-based search and retrieval.

Furthermore, the architecture includes an administration
module to manage user authorisation and authentication. In
the following subsections, details about the core components
of the gallery manager and of the video annotator are given.

1https://opensearch.org/ (last accessed oct 2023).



Fig. 2. High level architecture of the face gallery management system.

A. Gallery Manager

Fig. 2 shows the high-level architecture of the system we
developed to manage the gallery of known identities and
the related metadata. The system is highly flexible in terms
of the data inputs it supports; it can process content from
Rai’s archives, public Web resources and various knowledge
repositories, ensuring the long-term validity of the technical
solutions developed. The main features are as follows:

• Import of metadata about a person from the selected
knowledge bases. A person is a media personality who
is notable for being either internationally (e.g., a movie
star), nationally (e.g., a TV programme presenter) or
locally (e.g., a representative of a municipal body or
institution) acknowledged. Persons are identified by name
or, if they are homonyms, by additional distinguishing
information retained by the knowledge bases.

• Import of metadata about a person group from the se-
lected knowledge bases. A person group is a collection
of persons sharing some interests, memberships, or other
criteria defined by the user (e.g., the members of a
political party).

• Addition of custom persons, custom person groups, and
thematic collections to create identities, groups, and com-
munities not originally included in the imported knowl-
edge bases. This allows users to extend and personalise
the gallery of reference identities according to their
specific need, such as the inclusion of the cast of a reality
show before the first airing of the programme.

• Automatic retrieval, filtering, and association of faces to
persons. A face is a single visual representation of a
person. A face is referenced by means of the image file
showing it, the rectangle within the image in which it is
positioned (i.e., bounding box), and a numerical vector
representing it in mathematical form (i.e., the ArcFace
embedding).

The backbone of the framework is the Knowledge Inte-
gration System, which retrieves metadata from open knowl-
edge repositories via the corresponding API, structures them
in a personalised ontology, and stores them in a Neo4j
graph database2 for optimal accessibility and retrieval. Several
knowledge bases and open data repositories have been consid-
ered for integration within the system, among which Wikidata,

2https://neo4j.com/ (last accessed oct 2023).

and those published by the Italian Chamber of Deputies and
the Italian Senate.3,4,5

The custom ontology models in a unified way the infor-
mation and relations between all the entities stored in the
system. As shown in Fig. 3, the core entity of the ontology
is the HUMAN class that describes an individual and includes
details about that person like id, birthdate, deathdate, etc.
Humans relate to other humans, such as whether they are
married (i.e., SPOUSE relation) or have sons and daughters
(i.e., CHILDREN relation). A human participates in one or
more activities (i.e., OCCUPATION class), which provide
information about their role, job or responsibility. Examples
for occupations are a musician, a composer, or a politician.
Humans also have one or more nationalities (i.e., COUNTRY
class), and one or more pseudonyms (i.e., ALIAS class).
Information about person groups is described by the GROUP
class that includes details like the the date of formation
and the date of dissolution, if any. Humans are linked to
person groups by a membership relation. On top, there are the
communities (i.e., THEMATIC_COLLECTION class), which
may include groups as well as individuals. An example of the
GUI for the creation of the thematic collection named “Italian
jazz musicians” is shown in Fig. 4. The FACE class stores
information about the facial characteristics of an individual,
including the numeric representation and coordinate points of
the rectangle surrounding their face. Finally, the IMAGE class
references the source from where faces have been detected.

Once individuals have been imported or created, faces can
be linked to them. This is a clustering process that runs fully
automated or with various levels of human supervision. The
core of the procedure is the DBSCAN algorithm [61], which
is applied to the ArcFace embeddings to group similar faces.
Compared to other clustering algorithms, DBSCAN is fast,
and is able to detect clusters of arbitrary shapes and sizes
while excluding outlying data points, without the need of
defining in advance the number of desired clusters [35]. The
variety of input data sources (i.e., images from the Internet,
images from a local repository, or videos from the Rai archive),
and the properties of DBSCAN, allows users to build smart,
meaningful face galleries, settings only few parameters, such
as the input sources and the way output clusters are pre-
selected (i.e., all the created face clusters or the largest face
cluster) through the dedicated GUI or programmatic API. This
method offers a high degree of flexibility and versatility for
different situations, such as face galleries where there are
homonyms or more than one individual (e.g., all the members
of band). Fig. 5 shows an example of a person and related
metadata imported from Wikidata.6 The faces associated to
the person have been extracted from a collection of videos
taken from the Rai archives. This allows galleries to be built
with of range of different characteristics, including face size,
head pose, age, and make-up.

3https://www.wikidata.org/ (last accessed oct 2023).
4https://data.camera.it/data/en/datasets/ (last accessed oct 2023).
5https://dati.senato.it/sito/home (last accessed oct 2023).
6https://www.wikidata.org/wiki/Q128297 (last accessed oct 2023)



Fig. 3. Ontology of the Face Management System.

Fig. 4. Example of the creation of the thematic collection named “Italian
jazz musicians”. The user selects the person’s role (i.e., jazz musician), and
nationality (i.e., Italy). The system queries the underlying knowledge graph
database to get the list of matching persons and returns it back to the user.
For each person, some core metadata such as name, description and birthdate,
are also shown.

B. TV Personality Recogniser

As stated earlier, the TV personality recogniser workflow
is built on a deep learning pipeline, whose tasks include
face finding, representation, grouping and labelling. The input
comprises a collection of keyframes taken from the analysed
video. Various strategies are available. These include a fixed
subsampling rate, e.g., one frame per second, or a shot
detection and keyframe selection procedure. Each keyframe is
processed to detect faces and extract facial features using the
RetinaFace [32] and the ArcFace networks [43], respectively.
After that, a graph is built where the nodes are the ArcFace
embeddings, and the edges are the Cosine similarity between
them. The Chinese Whispers graph clustering algorithm [62]
is then used to group faces of the same person based on their
similarity. The Chinese Whispers algorithm was chosen over
DBSCAN due to its superior performance when dealing with
clusters of similar densities, and its faster data processing ca-
pabilities. In fact, while it is acceptable to assume the existence

Fig. 5. Example of the metadata and faces associated to a person in the
gallery of known identities.

of one (or very few) predominant cluster in the gallery creation
process (i.e. the one corresponding to the target individual),
this may not be true when processing a generic video featuring
multiple individuals with varying frequencies of appearance.
Qualitative evaluations show that this clustering approach is
very promising, being able to group face images of the same
person over different conditions [63]. Next, face labelling
applies a retrieval-based open-set face identification strategy
to assign each cluster the identity of the corresponding person.
This is implemented through the Hierarchical Navigable Small
World (HNSW) library [64], an efficient algorithm to perform
approximate K-Nearest Neighbor (KNN) search. The matches
whose score is above a minimum threshold are labelled
with the corresponding identity, and each cluster is assigned
to the identity label whose occurrence is maximum among
those included in the cluster. Finally, information about the
annotated identities, e.g., channel, date, time, face bounding
box, identity, is saved in a metadata repository.

Extracted annotations offer valuable insights for different
users, including documentalists, journalists, program editors,
and data analysts. Here are some notable examples:

• Annotated video browsing: exploring annotated videos
through keyframes visualisation where bounding boxes
underline the position of the referenced personalities.

• Person-based search: searching the archive for videos
containing a given identity, with smart data integration
(e.g., biographies) coming from reliable knowledge bases.

• Video insights analysis: visualising statistics and charts
(e.g., audience score, programme schedule and identities)
for a video stream by broadcast metadata and TV person-
ality appearance.

An example of the output of the video annotation process is
illustrated in Fig. 6. The interface displays the list of identities
that are synchronised with the timeline of the video. The



Fig. 6. Example of the output of the TV personality recogniser. The video
timeline is synchronised and annotated with the names of the identified TV
personalities.

combined use of clustering and labelling makes it possible
to maximise the temporal extension of the identifications
(i.e., strengthening the overall recall of the process) while
still maintaining a high level of identification accuracy. This
improvement is significant even in cases where there are
variations in the age of the individuals or image quality. In
addition, the system presents data on unnamed individuals.
These are individuals whose faces have been grouped by
clustering, but whose identities have not been determined (e.g.,
because they are missing from the reference galleries). In
these scenarios, the user can manually assign an identity and
modify the reference gallery. This is a circular process of
learning, wherein the users’ annotations serve as sources for
the reference galleries and vice versa.

C. Stream Monitor

The stream monitor module makes use of facial-related
features to examine the presence of women and men in TV
programmes. This is a classification problem, where machine
learning algorithms may be employed to estimate the biolog-
ical gender on the basis of the respective face embeddings
extracted for each face.

The choice of the most appropriate method is crucial, as it
has a direct impact on the overall performance and efficacy
[51], [52]. Classical statistical pattern recognition classifiers,
such as decision trees and support vector machines, are easy to
implement and understand. However, their efficiency depends
on the class separability of the input data. In contrast, neural
networks are powerful in realising complex nonlinear prob-
lems. In addition, they do not require any a priori assumptions
about the characteristics of the input data, are robust to noise
and provides fast evaluation of unknown data. Based on
[54], the stream monitor uses a multilayer perceptron neural
network, with the ArcFace normed embeddings serving as the
input. The output is a vector including the predicted biological
gender class and the uncertainty of the neural network output.

Table I shows the network architecture that counts 877,602
trainable parameters. The backbone of the architecture is
a fully connected layer (FC), followed by a rectifier layer
(ReLU), and coupled with a cascade combination of batch
normalisation (BN), dropout (DR), FC and ReLU layers. The
use of a batch normalisation layer followed by a dropdown

TABLE I
NEURAL NETWORK ARCHITECTURE FOR BIOLOGICAL GENDER

ESTIMATION

Block Description #Params
Input ArcFace → Normalize -
Backbone FC → ReLU → BN → DR → FC → ReLU 526,336
Neck (1) BN → DR → FC → ReLU 132,352
Neck (2) BN → DR → FC → ReLU (x2) 132,608
Neck (3) BN → DR → FC → ReLU 33,408
Neck (4) BN → DR → FC → ReLU (x2) 33,536
Neck (5) BN → DR → FC → ReLU 8,512
Neck (6) BN → DR → FC → ReLU (x2) 8,576
Neck (7) BN → DR → FC → ReLU 2,208
Head FC → SM 66

Total Parameters: 877,602

layer has been shown to improve training efficiency of a
neural network [65]. Then, there are seven blocks, which
again consist of a sequence of layers BN → DR → FC →
ReLU, repeated twice for even blocks and once for odd blocks.
The architecture ends with a fully connected layer coupled
with softmax activation function (SM). Our implementation
differs from [54] in the input normalisation and the different
hyperparameters, specifically batch size, learning rate, weight
decay and learning rate scheduling.

Fig. 7 shows the correlation between the output of each
neural network layer and the biological gender classes, mapped
to a 2D feature space using the t-SNE algorithm for dimen-
sion reduction [66]. Each point on the graphs represents an
individual, whose face was detected within some keyframes
taken from Rai’s TV channels and manually labelled as female
(blue markers) or male (orange markers). The top left graph
plots the input ArcFace normalised embeddings. Neighbouring
points represent with good approximation faces belonging to
the same individual. The others graphs show (top to bottom,
left to right) the output of the backbone layers (block 0, actual
size of the embeddings 512), and the outputs of the neck layers
(blocks 1 to 7, actual size of the embeddings 256, 256, 128,
128, 64, 64, 32, respectively). It is interesting to note that the
network does a satisfactory job of distinguishing between the
two classes from the intermediate blocks.

IV. EXPERIMENTAL RESULTS

This section describes the experiments performed to validate
the effectiveness of the system, including both objective evalu-
ations based on standard information retrieval and data mining
measures, and subjective user studies addressed to establish
whether and to what extent the introduction of the FMF
pipeline would improve the workflows of media companies.

A. Face Clustering and Identification

As previously described, we used the Chinese Whispers
to group faces of the same individual, as this algorithm
objectively grouped faces into coherent clusters better than
other commonly used algorithms, such as DBSCAN, HDB-
SCAN and AHC (Agglomerative Hierarchial Clustering). For
the evaluation, we used a dataset made of 1,099 keyframes
extracted from a video clip depicting 30 international and



Fig. 7. Correlation between neural network layers’ output and biological
gender categories.

national TV personalities from three Rai’s TV channels.
The performance was measured by computing the cluster
completeness, the cluster homogeneity and the V-measure of
the generated clusters [67]. Completeness measures whether
all faces of an individual are grouped in the same cluster.
Homogeneity measures whether a cluster contains only the
faces of the same individual without impostors. They score
between 0.0 and 1.0, where 1.0 stands for perfectly complete
/ homogeneous clustering. Completeness, homogeneity and V-
Measure have similar meaning with that of recall, precision
and F-Measure in information retrieval. On average, we got
the completeness of 0.92, the homogeneity of 0.99, and the V-
measure of 0.95. This confirms the goodness of the approach
and the good ability to group faces of the same individual,
even when they are shown with different age, pose and size
(see Fig. 8 for same examples).

The capability of labelling the face clusters with the cor-
responding identities was tested using a gallery of 66 Rai
newsreaders, and a probe set of about 10,000 faces detected
in Rai’s newscasts. The Cosine similarity was set as the
distance metric. The performance was measured computing
the Detection and Identification Rate (DIR) versus the False
Alarm Rate (FAR) [68] for the rank K equal to one and
Cosine similarity varying from zero to one. Fig. 9 draws the
achieved chart. The red dotted line represents a system that is
no better than random guessing. The solid blue line represents
the measured values. The AUC (Area Under the Curve) score
is 0.97, denoting excellent performance.

Fig. 8. Examples of the output of the face clustering.

Fig. 9. DIR vs. FAR curve describing the trade-off for rank one identification
and false alarms for the face labelling task. The best balance between DIR
and FAR is got for Cosine similarity in the range (0.4, 0.5).

B. Biological Gender Estimation

In accordance with [54], we adopted a 2-step approach
to build the neural network model. First, we trained the
model using the IMDB-WIKI dataset [69], one of the largest
datasets of face images from IMDB and Wikipedia with age
and gender labels. Then, we fine tuned the model using the
Adience dataset [70], and a 5-fold strategy for refinement
and validation. Both datasets were preprocessed to filter out
uninformative samples, i.e., images containing zero or more
than one face, and images whose ground truth was absent.
Differently from [54], we did not make any assumption
on the face quality, and retained all the images found by
the detection procedure. We believe this better reflects the
application context in which we operate, which is characterised
by great variability of the processed content, such as image
quality (e.g., the oldest digitised material, sampling artefacts)



TABLE II
PERFORMANCE OF THE FINE-TUNING NEURAL NETWORK
ARCHITECTURE FOR BIOLOGICAL GENDER ESTIMATION

Mean Loss (σ) Mean Accuracy (σ)
Fine-tuning 0.035 (0.002) 0.99 (0.0007)
Validation 0.068 (0.014) 0.98 (0.004)
Test 0.219 (0.026) 0.92 (0.014)

TABLE III
COMPARISON OF DIFFERENT BIOLOGICAL GENDER ESTIMATION TOOLS

APPLIED TO TV STREAMS

Library Precision Recall F-score
InsightFace [71] 0.962 0.962 0.962
FaceLib [72] 0.924 0.924 0.923
DeepFace [73] 0.942 0.939 0.938
Commercial 0.983 0.983 0.983
This 0.979 0.979 0.979

and size (e.g., long shots, very long shots). In total, we used
410, 910 images from IMDB-WIKI (78% of the original,
165, 404 females, 245, 506 males) and 13, 099 images from
Adience (67% of the original, 7, 116 females, 5, 983 males).
Table II shows the mean and standard deviation (σ) of loss and
accuracy for the fine-tuning, validation and test on Adience.

In order to strengthen the experimentation in a real life
application scenario, we collected a set of 7, 345 keyframes
extracted from Rai’s programmes of various TV genre, in-
cluding in-depth journalism, talk show and entertainment.
Each keyframe contains only one face that was manually
annotated as either female (2, 530 in total) or male (4, 815
in total). Table III shows the results in terms of weighted
precision, recall and F-score of our architecture compared to
several libraries for gender recognition freely or commercially
available on the market. We calculated the weighted form in
order to take into account the imbalance between the two
classes in the test set. This can result in an F-score that is not
between precision and recall. The commercial system achieves
the best results. Among the free tools, our architecture goes
beyond the state of the art, exhibiting minimal differences from
commercial alternatives.

C. Subjective Evaluations

The aim of the subjective evaluation activity is to assess
the impact and advantages brought by the introduction of the
person annotation pipeline into media companies’ workflows,
along with getting opinions from professionals about its us-
ability and desirable improvements. For this purpose, we set
up a series of user trials with representatives from different
Rai departments (i.e., archives, news, editorial, marketing)
and with different skills (e.g., documentalist, data analyst,
technician, digital marketing). A qualitative approach was
taken to the evaluation process. After a demo session, some
questions and open discussion, we collected user feedback
through a questionnaire structured in four parts. The first
part (user data) collects information about the professional
background of the interviewees. The second part (human-
computer interaction) asks for feedback on several aspects of

the graphical user interface (GUI), such as its intuitiveness
and interactivity. The third part (tool functionalities) requests
feedback about the usefulness or impact of each functionality
on existing workflows following a 5-point rating scale (i.e.,
strongly disagree, disagree, neutral, agree, strongly agree).
The last part (conclusions) is designed to elicit suggestions
for further refinements, adaptations, and improvements and
to measure the results of the survey against the target Key
Performance Indicator (KPI).

The general feedback is positive, and the responses gathered
through the questionnaires are satisfactory and rich. The
insights collected clearly indicate usefulness, relevance, and
attractiveness of the demonstrated pipeline. On the other hand,
results showed how it would be beneficial to improve the
graphical user interface to allow for easier and enhanced
interaction by the users. The feedback from the users on the
look and feel of the GUI is as follows: the GUI is easy
and intuitive, but the user experience should be improved.
More options for filtering based on broadcast metadata, like
for example date, channel, or programme’s title, should be
provided. Furthermore, displaying advanced statistics about
a person, such as the percentage of time appearance versus
the video duration, or the face size against the keyframe size,
would be considered a plus. Finally, cross-referencing the face
annotations with other information, such as speech transcrip-
tions, would be of significant help for some more in-depth
analyses. As for the development of further functionalities,
the users would like to be able to query the system for people
and context (e.g., a certain person on the street), recognise the
type of camera shot (e.g., close-up, very close-up, etc.), search
by facial attributes such as hair colour or type of glasses, and
look for more than one person at a time.

To measure the KPI, we asked the participants to give their
opinion on the following statements:

1) The system provides more comprehensive and more
accurate information than those provided by existing
systems.

2) The system enables smarter and more efficient processes
than do current workflows.

3) The system enables additional or novel insights on
content and its impact.

The KPI was met if more than 30% of participants agreed or
strongly agreed with the statements. Collected opinions clearly
indicate that the KPI has been fully achieved (see Fig. 10),
being exceeded by close to three times the target threshold.

V. CONCLUSIONS

This paper described a system for annotating TV person-
alities in video streams and archives. The system addresses
the open set face identification problem, in which a hybrid
approach making use of archival annotations, archive content,
and external knowledge bases can be employed to build
the galleries of reference personalities. The results of the
system’s experimental campaign show that the defined KPIs
were exceeded by a wide margin, demonstrating how existing



Fig. 10. Illustration of the KPI evaluation for the purpose of detection and
annotation of personalities in TV programmes.

media workflows could greatly benefit from the tool and the
efficiency improvements it brings.

Driven by the observation that the analysis and reporting of
how persons of different gender participate TV programmes
is becoming increasingly important, we also investigated the
use of facial-related gender features (i.e., face embeddings
extracted by deep networks for face recognition) to examine
the presence of women and men in TV programmes. The
developed approach was evaluated and compared with existing
solutions, using Rai programmes of various TV genres. The
outcomes of this study could serve as one of the elements for
developing advanced analytical tools.

Future research may involve the investigation of additional
features in the system, as requested by the participants who
conducted the evaluation. These could include, but are not
limited to, improvements such as the ability to estimate more
attributes of the detected faces, or recognise the environment
where the identified individual is played.
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